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L.8, PONTRYAGIN'S MAXIMUM PRINCIPLE IN OPTIMAL
AUTOMATIC CONTROL SYSTEMS WITH LINEAR
CONTROLLIKG FUNCTION

«US 8 R~
/ Following is the translation of an artiele
by A.G. Butkovukiy in Ayiomatichopkoye Upravs
ieniye (Automatic Control), Mescow, Publish-
ipr House of the USSR Academy of Sclencss,
1860, pages 8-lé,7

Introduection

The necessity for realizing the optimal process on
any given criterion in an automatic control systen with
1imited controil functions (actuating signals ) has lead to
the examination ©f a certain problem in tae cateulus of
variations. Such a problem in general cannot be solved by
means of the well=known Euler equations since the control
functior waries only within a bounded and closed domain.

7rs present papey containe a preof of L.8, Pontryagin's
Maximun Principle for 3incar control eystems which is used
as a besis 3in determining the optimal contrcl function when-
it iz Ximited by a closed domain,

FTor the sake of simplicity, the article will deal
only with optimum-rate systems; in general, however, the

‘Meximun Prineiple is equally applicable to other criteria

in the fornm of an integral of functions of the system co-
ordinates and controlling functions,

le Statement of ithe Problem
We now proceed to state precisely the problem of

optimal control with linear controlling funetion. In this
case, the WMaximum Principle is proved witbh the ald of classi~

X



cal infinitesimal variations of the countro} functions,
Thus, let there be a differential eguation of order n
which desgeribes the transient procsass in a given automatilc
control system: :

x<n) = f(x,xf’x“";.’x{ﬂwl}} + uft), . (1)

Introducing the notatioen

U S - -
x = x°, x' = xzrowolx(n l) = %P,

it is possible to rewrite equation (1) a8 a system of n-th
order di‘ferential equations: '

(2)

N RN RN I W N W

gn-l . .n

o= gext,x2,,,.,xM) + ult),

where uf{t) is a scalar control veector,

Lot ua sssume that u = u(t) is a plecewise continucus
funetion of time ¢, jult)} £1 for any instant of time t. The
last statement is a condition aonsuraining the control fune=
tion to lie within the limits of variaticen of u, The control
u = u(t) with such properties will be termed a permissible
control, :
For the sake of brevity and symmetry in notation,
let us replace system (2) by & mor: general system of n~th
order differential equations ' '

xt o= et w2, 00,1 ¢ vlace, ¢3)

where 1 = 1, %,,,0403% b~ are all constant. numbers.
Let us also write down system (3) in vectorial form:

% = £(x) + bu, , (4)

, C2 ' :
whore % = (xl.x ,.oo;xn); x = (xl,“”xn)’ h = (blyooo-sbn)a

The optimal control problem can be formulated iu the

following manner:
let us consider two points { oand Y; in the phase space
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X of syzstem (3) (x1,¢...xﬁ)z it 1w reguired to detarmling

a permissible control u = u(t) such that the desecribing

point x(xt,...,%¥%) of the system (3) will move from the

initial point Y, to the fimal poinrt ) in the shortest time,
Without placing any resiriction on the generality

of the problem, 1t is possible to assume that the systen

was at point (o at time ¢ = 0, reaching point ¥; at tinme

t = T, where T is the duratien of the optimal process,

2, Bamic Relations

1t must be noted that the Maxmimum Principle ig
merely a necessary condition for the existence of an opui-
mal process, Let us assume that there exists an optimal
control © = u{t) and a corresponding cptiual locus = = x(t)
for 0<t%T obtained from system (3) for u = u(t) and con-
necting peints Y,and Y, with an optimal traunsition time
sgqual to T, Then this control W = u{t) and the corresponding
locus X = x(t) :l:§1(t),,..,§n(ti2 gsatisfy system (3) for
0L 14T, tae,, ,

%t = (Y, L0030 4+ b)Y, 1= 1,2,...,0;

REO) =Yp, X(TY =¥5. (5)

i

Let us denote by Su = Su(t) the various pormissible
variationg of the optimal control u = uft), i.6,, a1 + Sudlt)
is a plecewise continucus funetion of time %t and | U(t) + Suct
<1 for ¢ «t<T, Further, let us denote by $x = Dx(t) the
variations of the optinmal locus ® = =(t) correspending te
the variations du = Ju(t) of the optimel control T = U(t);
moreover, & x(0) = 0 and Bx(r)y = 0, since the variational
loci must pass through the points Ygand {1lying on the opti-
nal locus, '
Let vz now set u
x = x(t) = %(t) +§x(t)
into system (3).
Separating from the right side of each equation in
gysten (3) the first-degree terng in JIxt = &, () and making
use of equations (5), we obtain

L
q ~ ded 1 :
Sxto= S ﬁgawzx“ +yest bigu,-
ENES

(t) = T(t)y + dult) =0 + du and

ut
% + Ox and make the substitutions

-
-

i=1g¢n-'no ) (6)




Syaten {(6) is a so-called equsticn ian torms of vaviations;
terme of order higher than one are designated by three dota,

' System (¢) can be briefliy written in ihe vector-mate-
rix form ’ '

where A ='n§£;¥)ia an n~th'order square matrix,
x
Examining first the system of equations of the first
approximation obtained from equations (6) ané (7) by neglsct-
ing higher~order terms in §x y. we have:

n
. - Jpd AN
?i = }7.’5‘5&“; + bi(?u, i= l!.vo,n' (8)
e ¥ = .

_ It is possible to prove that gi ie the tirst;approxi-
mation to§ xi, i,e,, _

5 (t)Y\-Sx(t.{*o for ﬁn(t)@ ﬂ"f\"’o,

in vector-matrix form, system {(8) azsumes tho fora
%z A‘g-f.'.t':gu; o
1.2 n . ek,
%:& (% lg :soo';g ); g:‘ (glfgzg...,f_,n}, A =§\%"§;”0

Next, let us denote by G(ty), 0%t, €T, the et of
points of the form ¥(tq) +v§(%l}; these are the same points
whick may be reasched at time tl moving with the aid of an
arbitrary but permissible control u(t) = H(t) + Ju(s) in
accordanca with equations (8) and (9) with initial conditions,
We shall prove that for =ay t;, 0<t; <T, the domain G{ty)
is a convex set, Let. us take two arbitrary points belonging
to domain G{t,), ' ' o

2 (tp) = (e, + €, 08,) 8y

i

Tk

and | O xy(Ey) "i(tl)-f-gzc-cl),

obtained from the permissible controlsfﬁ(t) * Sul(t) and
u(t) + Sug(e), o<t =xt,,




Let us show that point x (3} = ‘ﬁxliilj + Fxﬁiﬁ}

forN\= g,y >0, 7&+ = 1, lying on the segment jelning
points xlgtl) and xz(t ) is alsoe included in domain G(t, ),
i.,e,, that xu(t ) belongs to G{tl}a and we mctually abt&kn
that

x (6, = hxp () + px (t,) =
[~ )b[‘i(tl) + gl(tlbl + }ACK(tl) ‘i' ;a(tlﬂl =
= RCey) + ABatey) + pEaten.

it is hence apparent that the point xm(tl) is ob=
tatned with the aid of the control. U{t) + Z\buy(t) +'y5u?f§)p
o,ut<(t 1t remains to show that thig equation is pernissible.

We have that . "

a4 AS u, + }45%\ = \N @ +0up) + P +bupd|é
£|AGE + Su )‘ + “V‘ G+ éuzﬂé?\ + U
since |(u + guli-él and |8 + éuzt 1,
it follows frem this that x,(%3) bannga to Gty ),
i,0., domain G{t;) includes, along with aome two poiuts,
the entire segwent connecting theszs points; this msans that
G(ty) is a convex set,

Let us show now that the point x(tx) of the optimal
lecus for aétlé'r iiles exactly on the boundary of the con-
vex domain G{t;)., And actually, the point X(%,) cannot lie
on the exterior of the domain G{t,) by viritue of the defi~
nition of this domain (see page 4.. ‘

It remains for us to prowve that the poeint x(tl) san~
not lie strictly on the interior of domain G(t ). The assump-
tion that the poiat x(tx} lies strictly within tha domsin
G{t,) Ieads, as is proved, to a contradiction of the fact
~whith we assumed at the very outset, that the locus X = X(t),
0<£t<T is optimal, since 1t is then possiblie t¢ reach point
x(t } in a time shorter than tl.

Since the set GEE)},0 <Lt €T, ia convex, it is possible
to draw a suppert hyperplane threugh peint %(t), 0 <% <7,
such that G{t) will lie on one side of P, At point (%) lot
ugs take the veector,

plt) = (pltt). pz(_t).-nd’n(t))»




P ™ . . st b

ortheporal to plane P and directed out of domain GELY.

Since the vector E (t) likewise directod out of
point ®=(t) and has ity end point in G{t), as a result of the
convexity ot G(t), we obtain *he scalar product

plt)e E(t)éc for 0 £t &7, | (10)

where tha vector @(t) = tlee), %?(t)gonar s B{¢) 43 a solu-
tion of the systef (9) f&% any permissible control ™ + Su,
Theé general .solution of the non-honogensous aystem
of linear eauations (9) with the initial conditions g (0)*0,
1 0= 1....,n bae the form:

g -Z{?“m

n

\& ‘Jr’& ﬁb%uma:r G
\

0;/‘—\#

where

¢

. N o
‘f’.-(t) = (q? (t).-\{f"‘_{t),.... W“nn, 3 =1,2,..,0
3 :
is =& fundamental systen of solutions to the homogensous

linear systen corresponding to systen {9}. and “%N-(t)ﬁ
the invarse of matrix v? (t)“

Az s regult of the neceasary coaditian (1) for the
optimal solution and oquation (11), we obtain:

§

plt) E (1) = Zp (t)Eim =

it

o,
lei(t)zé'qa (t)‘g%z,q%(u>bk ou(d)dj

i=l
- {29

 where «P(t) = (V1(t>t"'*+%(t)) Yo C”)

(12)

T,M:,

C'U)bb guf’b’)dr = S\P(’U)bsu(”’)dv £ 0

LY

non -
o C ?T éifﬁ)'ﬁ(t)\{’; vy,

e\ = 1,2,40030,
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Hence,; the cptimnm aolution reguires that tha fole-
iowing condition be satisfied:

t

i‘x}’(’%’)b w(r)ar < o. | (133
o , |

Prom inequality (13) it followz tiat the optimum
control

u(t) = sign P(tdb, 0L L £T. (142

Actually, since the function sign x is a- plecowise contiau~
ous function of its argument and does not excead unity in
modular value, the control (14) is indeed permissible, Now
18t uz consider the opposite case, l,e,, that *(t)bt>6

and u(ti< L for © =t <£T, In this case we asasume

o ‘o = const >0 fer {t}b £.0,
ut) = : .
0 in all other cases,

Tﬂ@ﬂ, as a conseguence of egquation (12), we have that

S y (£ Su(rrar = fq/(t)b:x e 0, 0t 24T,

Thus, wo obtain a. eontradiction with the aid of cendition
(13); hence we conclude that for P(t)b>0, ul(t) = L in all
cases, ' ‘ '

in & compietely analogous marpner, it is p#ssible to
show that for (t)bL0 we obtain u = -1, Comsequently,
equation (I4) has besen proved.

Let us derivae the difierentiai equations which de=
termine the vector P(t) = GV (), %3(%),.a.,~Jn(t)) GéltliT.
As a result of the fact that)}gp (*)“ and WL (t)} are
, -!

nutually inverse matrices, we have that

J g _ f1 for d =g
Pe {t) (t) =¥ =
f2 2% 1 o for 1 7 j.




Differentiating this equation with respect to t, we
obtaliln . . 3 .9 _
QeI & \Pi«:ww (t) = 0. - a

gimee (L) sstisfies the equation %&(ﬁ) = Ay (e, expression
{13} may be rewritien as

A$1W3 + @{?3 = 0»

e
[ 3 i UJ o=
oy T e
. "dv";’ -
qi(A'? + ?’)
where A' is the conjugate of matrix A, .
The last equation is satisiied Zor any & = Ls25e00
and\Q ,c{ yesertf are 1inearly independent vectors for any

0¢£t-<T, as a fundamental systen af ealutieng. Thus, we obe
tain that .

[ . .
ya = _A!PJ‘ 3 = 1425000300 (163

Since the veotor Y{t) is a linear conmbinatlon of vectors
?j(t}, 3= l,z,..,n,%ytt) will also satisfy eguation (28),

1,e,,
x\/(t) = At Ylt), an

Further, let us write down the equation \¥(t) for the
case of the initial system (2):-

@"z B 3 Ty

n .
e """"‘”rj (18)

I'E RN EENNENENE NN NN N RN
Vz-»l s k},n
- L ...'
T

As a result of expression (14}, the optimal control
in this casze will be u = eignk?n(ﬁ), since it is nececiary

te set b = (0,0,,.440,1), Lot us now show that the expression




4;(%) £ 0 en any interval (tl' tz)g:{ ﬂ,T] ££i¥n€%} £ 0,

Lsf ug make the contrary amsunmpiion that for
1€ (ty,t) C o T1Y () = 0, Thén as a result of the last
equation of (18). wB ebtain that

«g

Y opw1 = ‘.an “"axn %’n ¢ on (tlttz} < 10, TJ o

From the saeonduto-i&sﬁ equation of system (38} we
cbtain that

N * (B" iy e fn a0l
Yoea = “VYa-1 *‘3;§:E’Vn ¥ 0 on (tl'tz)czﬁp’TJ’-

since 4t has already bean proved th&t‘anl'ﬁ‘yn»x & 0, atc,

up to the first egquation of eystem (18},
Thus, we have that

Yicty & P08 2 w00 2 Yole) 3 0 on (5,100, T,

But this solution 15 obtained nnly in tha case {0)
=0, due to the uniqueness. of the solution, ¥e now have a
contradiction to the siatement that %MB}_# 0, This preves
that the control u(t) = signipn(t) is determined almust
throughout [0,T).

On the basiz of these resunitem, 1% 4s possibia to
formnulate the optinmus copdition im the form of L.S5, Pont-
tryagin's Maximoum Principle,

Let us eoneider the ascalar prsduct

' n
Yeerkee) = 21 PREPE SICOP
) W

whish on the basis of system {3} is squal to

n
Y;t)é(t) = 25‘**(t>§«(t? = gi_iik (£)g, {x(£)) + %&(t)bﬁ(t))
A ' " (XB)

.-—

For fixed vectorz x{(t) and Y(t) andg a varying parvameter ult)
within the limited range ’“(t)i‘ﬁl the last expressien (18)
reaches a wazimum according to equation {(I4),




The Maximum Pripneciple. In order for uf{t) fto be an
optimal contral, it is nacessary that the funct?on
b

Bz,4,u) = J(8)xc) = ,;: L%um €x(5)) + (U\(t)b Mactd]

reach a maximunm along.u(t; a# this piscewise continuous
function varies within the interval [=1,1], The 2n~dimensional
{x,V) vector, moreover, is the solution tc the fellowing
Hamiltonian systen: v

2y; (£,

0 xt

For the sake of i1llustration, let us examine the
derivation of an optimal control for the ginplest secend~
order linear system, The control u(t), limited in 1ts modu=~
1us to {utd| £1, 1s fed irto the input of an aperiocdic
cemponent with time constant T and gain k?, The signals
at the output of the apericdic component Xz are fed to the.
input of an integrator of gain kl #nd ocutput Xy The equatians
deacrihing sunh a dynamic system will have the form

X = k,x $ /
1 2721
, % {20)
ngz = e x, + klu’ \,u;('b)[‘-":l »
Substituting in: o .
z2, ¥ x ;2 = i.x,, equations (20)

can be réwritten

(21)

Ne
i
{ §
!
3
+
s

mgtfices A and A' in this ease have the form

/0 1\‘ _ o Q\\
Al:\ o 2 }; AE S
v L 1 "'1 iy

' T T

ie




consequantly, for P(t), the system takes the form:

Wy = o5 »
. _ <} (22)
Paeer = =y ) + =i,
whence, 1
‘V (¢ = ¢y
(23)

f\,fz(t) = %\_Pa(ﬁ.-;f'@" *

4 .
Further, we find that * (t) = Lhe'fT % D;, where D
and Dj arve arbitrary constants, ﬁk'
Thus, the optimal contrsl is of the form u{t) = sign (e’ +D,},
the constants D and Dlvbeing determined by the conditien
that the locus x(t) reach the requ&red point at the moment
of process termipation, ff
It is evident that the funetion ?h(t} = De changes
gign not more than once ~- 1,6,, the optimal) proceas nust
conaist of two time intervals, in each ef which ui{t) takes
one of its 3imiting values,
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